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Abstract

Direct-Vision-Based Reinforcement Learning has been proposed not only for the motion planning but for the learning of the whole process from sensors to motors in robots, including recognition, attention and so on. In this learning, raw visual sensory signals are put into a layered neural network directly, and the network is trained by the training signals generated based on reinforcement learning. On the other hand, it has been pointed out that the combination of neural network and TD-type reinforcement learning sometimes leads to instability of learning.

In this paper, it is shown that each visual sensory cell makes a role of localization of our continuous 3-dimensional space and it helps the learning to be fast and stable. Further by processing the localized input signals in the layered neural network, a global representation is reconstructed adaptively in the hidden layer through learning as shown in the previous papers.

1 Introduction

Reinforcement learning has been focused recently for its autonomous and adaptive learning ability. However, in general, only the mapping from the state space to the action space is formed by reinforcement learning. The state space is generated from sensory signals through some pre-processings, and is usually designed by a designer. Some of the authors have proposed Direct-Vision-Based Reinforcement Learning [1]. In this learning, raw visual sensory signals are put into a neural network directly without any pre-processings and the outputs of the network are utilized as the motion commands. By this, the continuous and adaptive state space is formed in the hidden layer through learning. Furthermore, the reinforcement learning is extended to the total learning for the whole process from sensors to motors, including recognition, memory, sensory integration, and so on[2][3].

Layered neural networks have been already utilized widely in TD/Temoral Difference-type reinforcement learning [4][5][6]. However, Boyan et al. has been pointed out that the combination of TD-type reinforcement learning and layered neural network is not robust and may produce an entirely wrong policy[7]. The problem occurs when the discontinuous motion or value function is required such as “2-D puddle world” and “car-on-the-hill” task in [7]. The reason might be that the sigmoid function in the neural network is a smooth and monotonically incremental function, in other words, a semi-linear function and has weak non-linearity.

For this problem, it has been shown that localization of the continuous input space such as CMAC, k-nearest-neighbor and RBF (Radial Basis Function) is effective [8][9][10]. However, some of the authors have pointed out that since they are close to the table-look-up approach and have no hidden units, they cannot reconstruct the adaptive continuous state space from localized signals[11]. This means that whenever a robot with RBF or CMAC learns a new task, it cannot utilize the knowledge obtained from the learning of the previous tasks and has to learn from scratch. Therefore it is not suitable as a brain of intelligent robots.

Some of the authors have proposed Gauss-Sigmoid neural network[11]. In this network, continuous input signals are put into a RBF network at first, and then the outputs of the RBF network are put into a sigmoid-based neural network. This network has the both advantages of the RBF-based network and the sigmoid-based neural network. In this paper, it is shown that each visual sensory cell makes a role of localization of our 3-dimensional space like the RBF unit in Gauss-Sigmoid neural network, and it helps the learning to be fast and stable.

2 Localization and Visual Sensor

2.1 Localization

Localization means to represent the spatial information using multiple signals each of which mainly shows the information of a local area in the whole continuous space. All of table-look-up, RBF, and CMAC are the localization-based function approximators.

By using local signals, the learning effects only at the local area, and strong non-linear functions from the continuous input space can be approximated easily as the sum of the weighted local signals. So as to realize better approximation, the continuous space has to be localized more finely and many localized signals are required. However, there is a dilemma that the
generalization ability becomes less and less when the number of localized signals are more. That is the same as the table look-up approach.

2.2 Visual Sensor and Receptive Field

A visual sensor usually consists of many visual cells. Each visual cell has a local receptive field, and catches only a part of the whole visual field. It can be said that the visual sensor makes a role of localization of the continuous 3-dimensional space where we live.

So it can be thought that when the visual sensory signals are put into a neural network, the learning is faster than when the continuous spatial signals, such as object location in the sensor, is put into the neural network. Further, in order to generate the continuous spatial signals from the localized signals, pre-processing is necessary. The pre-processing is usually designed by a designer, and it is difficult to modify the pre-processing flexibly through the learning. It has been already shown that the localized visual signals can be integrated in the hidden layer of the neural network very adaptively through reinforcement learning according to the given task and the motion character of the robot[2].

3 Comparison of Learning Speed and Stability

3.1 Task

Here let’s consider the task that a mobile robot with two wheels and two visual sensors obtains an target object as shown in Fig.1(a). Each visual sensor has 24 visual cells arranged in a row. The receptive field of each sensory cell spread out radially, and the sensor has a total of 180 degree of visual field. The robot obtains a reward only when it reaches the target object.

Concretely, when the center of the target goes through the robot, the state evaluation output is trained to be 0.4. When the robot misses the target, i.e., the target disappears out of the visual field, it is trained to be -0.4 as a penalty. The diameter of the target is 1.0 and length of the robot is 2.0. Figure 1(b) shows the signal flow of this simulation. Before learning, the input-hidden connection weights are small random numbers, and all the hidden-output connection weights are 0.0. Accordingly all the outputs of the neural network are
0.0 before learning. The number of outputs for motion signals is two, and the robot rotates its wheels according to the outputs. In the early stage, since the robot moves only by random numbers, the target is located within the range that is close to the robot. According to the progress of the learning, the range of the target location becomes wider gradually until \(-5 \leq x \leq 5, 0 \leq y \leq 7\). After the robot reaches or misses the target, the target is located at another place chosen randomly. One trial indicates a sequence from the initial state to the target state. Fig. 2(a) shows the robot loci after learning. It is seen that the robot rotates until it catches the target around the center of the visual sensor and then it moves forward.

### 3.2 Integration of Visual Sensory Signals

Here, at first, it is introduced that the neural network has an ability to represent the spatial information in the hidden layer by integrating the localized visual signals\[1\]. When the 5-layered sand-glass neural network with two hidden units in the middle layer as shown in Fig. 3 is utilized in the reinforcement learning, the representation of the target location in the middle layer is as shown in Fig. 4(b). It can be noticed that the two neurons represents the target location that is the global and continuous information. The representation is not uniform, and is magnified around the boundary area whether the robot gets the target or miss the target and whether the robot has to change its motion from rotation to forward movement.

Next, the hidden representation was also examined for the case of the regular 3-layered neural network. After the reinforcement learning, one output neuron was added to the neural network with 0.0 connection weight and the output is trained only at six locations by the training signals as black and white circles in Fig. 5. Then the output distribution for all the target locations is as shown in Fig. 5(b). Fig. 5(a) shows the distribution when the reinforcement learning was not applied. The output distribution in the case of no reinforcement learning is spread radially. The distribution after reinforcement learning is divided into two regions, left and right. From this result, the hidden representation becomes to represent the global information that is required in the learning.

### 3.3 Comparison

Here the comparison of the learning performance is made between two input forms, i.e., visual sensory signals input and two dimensional relative location input from the robot to the target. Here three combinations of the input forms and network structures are employed as (1) visual sensory inputs & three-layered network, (2) visual sensory inputs & five-layered sand-glass network, (3) relative location inputs & three-layered neural network. The sand-glass network is the same as the previous subsection that is shown in Fig. 3. The number of the hidden neurons are 20 for three-layered network, and 20-2-20 for the sand-glass network. The sand-glass network is employed to map the input information into two dimensional space that is the same as the relative distance inputs. The given task is the target reaching task as mentioned before, but the more difficult task is employed by introducing asymmetry of the wheel motion as follows. The

---

**Figure 3:** Five-layered sand-glass neural network. It is also used to examine the representation of hidden neurons in the next chapter.

**Figure 4:** Representation of the target location in hidden neurons’ space. Circles in (b) are typical target locations which correspond to the circles in Fig. 1 (a).

**Figure 5:** Comparison of the output distribution after the supervised learning in which the six target locations are used as training data set.
right wheel is rotated according to three times as the corresponding motion signal, while the left wheel is rotated according to the motion signal itself. If the robot rotates both wheels in the same way, the motion direction gradually changes to the left. The robot loci after learning in the case of regular 3-layered neural network are shown in Fig. 2(b).

Figure 6 shows the learning curves for the three cases. The vertical axis shows the average number of steps until reaching the target state over the various target locations. Each trial is stopped at 250 time steps even if the robot cannot reach the target. It is known that the learning is the fastest in the combination of visual sensory signals and 3-layered neural network. On the other hand, in the case of the relative location input, the learning is slightly slow and very unstable. This result is similar to that of Boyan et al. [7]. The learning in the case of sand-glass network is very slow, but more stable than the relative location input case.

4 Conclusion

It was shown that the visual sensor makes a role of localizing the spatial information. The difference of the learning speed and stability with respect to the input form was examined between the global spatial signals and the visual sensory signals. Then it was known that the learning is fast and stable in the case of visual sensory signal inputs.
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